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[T]o arrive at a clear understanding of the
most general features of our conceptual
structure, as it exists in fact — whether or not
it is possible to demonstrate the necessity of
those features — is a sufficient task for any
philosopher, however ambitious.

(Peter Frederick Strawson)






Preface

The title of this book may seem to err in several respects: concepts are today prop-
erly studied in the cognitive sciences (especially linguistics and cognitive psychol-
ogy), 'analysis' is a very vague covering term for supposedly quite distinct methods,
at least one of which, namely 'conceptual analysis', has had its share of bad press in
the last 50 years, and, finally, the subtitle distinguishes between philosophy and
meta-philosophy, where philosophy as the proverbial meta-science cannot be dis-
tinguished from its meta-science.

There is some truth in these accusations. Nonetheless the very aim of this book is to
set out in which respects concepts are properly studied in philosophy, what meth-
odological role the study of concepts has in philosophy's study of the world, why
there are several viable methods of analysis and even conceptual analysis has its
place here. I do not like the talk of 'meta-philosophy' myself, but many of the con-
siderations in this book nowadays are placed under that headline, so I just followed
common — although somewhat foolish — practice.

The book starts with some bold theses in favour of a representationalist theory of
meaning and concepts. They have to be stated so boldly at the beginning as they
serve as the background for the discussion in the following chapters, and as defend-
ing them in detail required some other and much longer book. In contrast to para-
digmatic ordinary language philosophy I endorse a representationalist theory of
meaning and concepts, thus agreeing with many of its critics in philosophy and the
cognitive sciences. In contrast to many of these critics and supposedly the majority
of cognitive scientists I endorse the viability of conceptual analysis as one method
of philosophy. Thus, whereas I hope to combine insights from both camps the posi-
tion developed may earn the scorn of zealots of both camps, not to mention the con-
tempt of the small minority of those rejecting both representationalism and concep-
tual analysis.

The representationalist theses reject a Fregean account of meaning, at least in some
understanding of it. The second chapter, however, reflects on Frege's theory of con-
cepts, because Frege's theory of concepts was one strand that inaugurated analytic
philosophy. Frege's theory of sentential unity has barely been superseded, and the
problems arising from Frege's understanding of concepts are still alive.

Frege's theory and the related problems in Frege's logic as in the Grundgesetze der
Arithmetik (most famously the antinomy known as 'Russell's Paradox' going back
to Frege's 'Basic Law V') lead over to the third chapter, which considers the proper
approach to our concept of logic and the issue of psychological and ontological re-
alism in logic and mathematics.

The fourth chapter continues on this topic and argues that ordinary language cannot
express real truth-value gaps, and thus that its logic cannot prevent antinomic rea-
soning by recourse to truth-value gap semantics or logics.



The fifth chapter as the central chapter of the book starts by reconsidering the ap-
proach and the idea of ordinary language philosophy and its understanding of con-
ceptual analysis. Although ordinary language philosophy cannot be the whole of
analytic philosophy, given what was said in the preceding chapters and given the
methodological claims made therein, a proper understanding of conceptual analysis
turns out to be one part of analytic philosophy. The chapter starts with a general
discussion of ordinary language philosophy, but proceeds then by a methodological
overview and attempts to engage in some ordinary language philosophy concerning
epistemological topics.

The sixth chapter differs from the rest of the book in three crucial respects. First,
the chapter deals with the history of philosophy, whereas in the second chapter the
reflections on Frege aim at systematic theses on sentential unity and concepts. Sec-
ond, the very intelligibility of the chapter’s topic (i.e. Hegel’s Dialectics) stands in
question, and the chapter may contain another failing attempt to grasp it. Third, the
chapter is in German, because one might have to consult the original quotes in any
case, and supposedly anyone with a serious interest in Hegel will be able to read
German, much more so than with those having a historical interest in Frege or
Wittgenstein. 1 included the chapter nonetheless, because my attempts to under-
stand what is going on in Hegel’s Wissenschaft der Logik lead to an interpretive ap-
proach that makes Hegel looking like pursuing a pure form of conceptual analysis
(i.e. one which wants to circumvent the traps of ordinary language). The chapter
sees two methods at the heart of Hegel’s Dialectics: (1) a type of connective analy-
sis which works with conceptual contrasts, and (ii) an increase in complexity by a
form of creative synthesis (i.e. something close to the method of the same name
pursued by Russell, a one-time Hegelian, and other analytic philosophers).
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A Representationalist Theory of Concepts and Meaning

These theses aim at a systematic account of meaning. These theses on lan-
guage and mind, and the ontological assumptions should be supported by the
overall picture developing following and applying these theses in an account
of cognition and language. Here they serve as a background to the discussion
of other approaches in this book.

§1 Beliefs

A belief is a relation to a propositional representation in some natural or men-
tal language (and thus indirectly to the informational content of this represen-
tation). The mind/brain is best understood following some computational and
representational theory of the mind (following Fodor 1975 and Pylyshyn
1984). An occurring belief processing a propositional representation employs
this representation, but relates the subject of the belief (or another proposi-
tional attitude) to the content of the representation. The informational content
can be specified as an eternal sentence.

Even if not all concepts are representational (i.e. refer to parts of reality) the
representational function is fundamental. Expressing pro-attitudes and most il-
lucutionary acts depend on employing sentences and concepts because of their
representational content. Communication depends on representation.

§2 Eternal Sentences and Referential Content (Part 1)

Assertoric sentences are evaluated as being true of false corresponding to their
referential content being realized in a fact. Truth bearers are, thus, token sen-
tences. Of course only declarative sentences uttered in a situation of usage
make an assertion. Within these some contain temporal or otherwise indexical
expressions which are anchored to referents given the situation of usage. As-
sertion of such an indexical sentence yields an eternal sentence by substituting
for the indexical expressions other expressions which refer to the entities the
indexicals are anchored to in that given situation of utterance. These eternal
sentences express the content of the assertion made. Their own informational
content, constituted by the referents of their constituent expressions, if they
have referents, captures the informational content of the assertion made in that
context. Truth bearers are, properly speaking, eternal declarative sentences, ei-
ther asserted themselves or going back to an asserted indexical declarative



sentence. Indirectly one may consider the indexical sentences themselves as
bearers of truth.

§3 Concepts as Core of Verbal Meaning

Two expressions of a natural language have the same meaning if they point to
the same concept as their core meaning in their lexical entry. [The lexical entry
specifying the meaning of an expression or morpheme will contain besides a
pointer to the concept other elements like: syntactic and phonetic features, cat-
egorical features, c-selection and 0-roles, if any, links to other concepts.]

A concept is a type of Language of Thought (LoT) expression. Beliefs are
compositionally constituted by tokens of such concepts (cf. Fodor 1998). Two
LoT-expressions cannot have the same meaning, because LoT-expressions do
not have meaning at all, they are the essential ingredient in the meaning of
natural language expressions. Two LoT-expressions having exactly the same
referential content are identical, since LoT-expressions are configurations in
the mind/brain hooked to parts of reality and these pathways of hooking up
with reality single out one configuration referring to a property in question. A
token of a LoT-type is, in case it refers, directly referential: as LoT-tokens are
representations themselves, no other representation mediates their hooking up
to reality (in some way). They need no Fregean ‘sense’ to mediate their rela-
tion to their referents.

Two people share a concept in case they share the capacity to form a LoT-
token of a LoT-type which refers to a property. By tokening such LoT-symbols
in a situation of concept employment they are able to both hook up to the same
present (or deferred present) instance (trope) of the property, thus sharing con-
ceptual content. If they employ tokens of the same type they also share the
representational means to represent that content (i.e. their representations are
not just extensionally equivalent, but are equivalent in a way that resembles
and substitutes for sameness of Fregean ‘sense’).

A natural language expression has a meaning, and by this (indirectly) referen-
tial content (as the concept [LoT-expression type] being the core of that mean-
ing has referential content), and its syntactic properties. A LoT-expression has
referential content and its syntactic properties — and nothing else. So a com-
plex LoT-expression also has referential content and syntactic features — and
nothing else. The referential content of the complex LoT-expression derives
compositionally from the referential content of its constituting LoT-
expressions.

Consider now
(1) The teacher of Alexander wrote the Analytics.
(2) The most famous pupil of Plato wrote the Analytics.



Their referential content contains different properties. Somebody can believe
(1) but deny (2) for the well-known reason that thus different LoT-expressions
are involved. So the mere syntactic differences between either the natural lan-
guage or the LoT-expressions involved accounts for this type of phenomenon,
usually associated with (Fregean) 'sense'. This holds even if proper names had
no descriptive content, as two different names may point to different LoT-
labels, which again differ syntactically.

As (1) and (2) have different referential content they refer to different facts. It
happens that both have the same truth value (in the actual world). In (1) and
(2) only co-referential expressions can be substituted for each other to pre-
serve referential content. Especially “teacher of Alexander” and “most famous
pupil of Plato” cannot be substituted for each other without changing referen-
tial content. The two expressions can be interchanged preserving the truth
value of the sentences. As the truth value of a sentence is its semantic evalua-
tion and not its reference that interchangeability does not make the two ex-
pressions co-referential. What do they share? The simplest answer, the answer
which does not introduce new entities, is to say that these expressions are 'ex-
tensionally equivalent'. 'Extensional’ is used here in the common usage of ele-
mentary logic: affecting the truth value respectively depending on truth value
only. In contrast two expressions sharing referential content are 'referentially
equivalent'. So referential equivalence is a tighter relation than extensional
equivalence, but to distinguish these two relations no Fregean 'senses' have to
be introduced.

[To proceed from here to 'intensionally equivalent' we have to enter semantic
two-dimensionalism (cf. Chalmers 1996: 56-71), as, although referential con-
tent is identical to itself in all possible worlds (models), the possession of
some referential content by an (LoT-)expression depends on empirical contin-
gencies. |

§4 Definitions

That two expressions share their meaning need not imply that they share all
their logical properties, as these depend on syntactic features as well. Syntactic
differences account for differences in a derivational (i.e. mechanical) system,
no further ingredient of 'sense' is needed for this. Nominal definitions serve
the purpose of facilitating derivations by chunking content in more feasible
representations. Definiens and definiendum share their meaning and informa-
tional content, they can be interchanged and thus the more feasible syntactic
features of the defined expression are exploited.

§5 Thoughts

The core of the meaning of a natural language sentence is the LoT-sentence
built up compositionally from the conceptual content of the expressions which



make up the natural language sentence. This LoT-sentence may be dubbed
'thought'. As the building LoT-tokens have referential content, so the thought
has referential content. The thought may be connected to a fact if its content,
specifiable by an eternal sentence, is realized in reality. All synonymous sen-
tences of a natural language expressing the same thought have the same in-
formational content. As the LoT-types are hooked up with parts of reality and
thus are directly referential, there is no 'mode of givenness' coming with
thoughts, it seems. There are two ways 'modes of givenness' may enter in this
picture:

(i) we process the natural language sentence in our mind and its very fea-
tures (i.e. syntactic features) distinguish its way of presenting a content
from other synonymous sentences, or

(i1)) we process the thought and although LoT-expressions need not be given
to consciousness directly, again syntactic features of LoT-expressions
may be relevant in distinguishing a specific LoT-sentence from syn-
onymous ones if such exist at all.

Our picture thus involves natural language sentences (i.e. syntactic entities),
LoT-sentences (a.k.a. thoughts) as the core of their meaning, and referential
content connected to the components of the thought.

The thought and other LoT-items involved in the realization of inner and outer
speech make up a representational whole. The meaning of a sentence is part of
the representational whole which is processed when the sentence is spoken
(overtly or in inner speech). Thoughts are not abstract objects like Fregean
'senses', but LoT-representations. All which is done by Fregean 'sense' is done
and accounted for by the sentences (be it natural language or LoT-sentences)
and their syntactic features. We think in sentences and we think about their
content.

§6 Conceptual Links

Analytic dependencies and prototypical justification rules are closely associ-
ated to but need not be part of the core meaning of a sentence. Conceptual at-
omism (cf. Fodor 1998) claims that many if not most concepts cannot be de-
composed into a set of conceptual parts or features thus that this set of features
is not just necessary but also provides a sufficient analysis of the concept, thus
that the conjunction of the features is equivalent to the concept in question. Of
course there are lots of concepts that are derived compositionally from these
atomic concepts, and these derived concepts can, obviously, be decomposed
again. As many concepts are atomic this can be easily stated in a disquota-
tional theory of truth. Having at some level of presentation a representation of
this theory is part of semantic knowledge: internal semantics (cf. Chomsky
2005, Larson/Segal 1995).



The articulation of concepts within some natural language, nonetheless, is in-
herently connected to question of justifying the use of some expression in a
specific situation. Even if these justifications are not meaning constitutive they
are part of what competent speakers got to know when they acquired their lan-
guage. Even if possessing some concept does not require (in all cases) being
able to verify the presence of one of its instances, and even if being a compe-
tent user of a word does not require being able to justify the employment of
that expression under all circumstances, someone sometime has to be able to
link the word to the concept and thus to situations of justified use. Even if a
concept cannot be completely decomposed into constituent concepts concep-
tual links to other concepts or partial decomposition link the application of a
concept to these other concepts which one may have mastery of and thus may
use their applicability as criteria for the applicability of the concept being
linked to them.

Further on, the possession of a manifold of concepts may involve conceptual
links, which are stronger than empirical generalizations. Even if a concept
does not analytically decompose into a set of constitutive concepts, used in
phrasing a definition employing ‘necessary’ and ‘sufficient conditions’, a par-
tial decomposition might be possible, as expressed in conceptually true impli-
cations. For instance, “Cora is a cat” implies “Cora is a mammal”, however or
not “() is a cat” can be decomposed. Possessing both concepts involves estab-
lishing or discovering links between them, which are stronger than the link be-
tween the first sentence and “Cora likes to chase laser pointer dots”, which is
highly probable given that Cora is a cat.

§7 Truth

A true sentence refers to a fact (being the referential content of the thought ex-
pressed by the sentence). A belief is true if and only if the eternal sentence
yielded by the belief's representational component corresponds to a fact (i.e. a
structured piece of reality containing the referents present and governed by the
main relation present in the eternal sentence).

§8 Referential Content (Part 2)

Facts are part of reality. Facts are a sui generis ontological category besides
objects. We may picture facts by expressions which build on expressions we
use for sentences, but facts do not become sentences or objects by this.
Chunks of reality can be referred to by singular terms (and thus be considered
as objects) or by true sentences (and thus be considered as facts). In this sense
'fact' and 'object' are ontological categories (i.e. categories employed within
our ontological framework) covering the same pieces of reality. That doesn't
mean in any sense that there either aren't objects or aren't facts. A chunk of re-
ality has structure, taken the structure into consideration we have a fact, oth-
erwise an object. That we 'take into consideration' again doesn't mean that it



otherwise isn't there. Object talk refers to objects. Fact talk refers to facts.
Some object talk and some fact talk can refer to the same chunk of reality. It is
wrong to state that objects do not exist in reality, because we do not take into
consideration (abstract away from) some structures present in them.

Properties (‘'universals' in some sense of that term) are abstract entities in the
sense of being a structure or structural component of an object (a chunk of re-
ality), i.e. abstract in as much as they have no independent existence. They are
thus just the opposite of Platonic 'forms' (‘abstract entities' in another sense).
Them being abstract in this way doesn't make them non-existent, constructed
by us and the like. We refer to them as structures of reality by our concepts. In
that sense we have access to abstract entities! A general term is unsaturated
because its referent is an abstract entity dependent on an object. The singular
term referring to this object taken as argument of the general term in question
yields a true atomic sentence.

The conceptual links between concepts or their respective (partial) decomposi-
tion may be founded in some of the (mereological or causal) relations govern-
ing the properties they refer to.

§9 Semantic Rules

To know the meaning of an expression is only partially explained by knowing
the conventions governing its use. It is better to say that as far as we partici-
pate in these conventions of usage (and thus have at least implicit knowledge
of them) we know the lexical entry of the expression (i.e. know of the link to a
concept and its reference). Conventions of use establish and maintain the link
between phonemes/graphemes of a type and the conceptual components of the
lexical entry. The lexical entry itself covers semiotic features syntactical (in
the broad sense of including phonetic features), semantic features and pointers
to analytic dependencies and pragmatic markers. Conventions of usage thus do
not exhaust the meaning of a word. They correspond broadly to the meaning
of a word, so that we can come to understand the meaning of a word if we fol-
low its usage. Which concept is linked to a word by a convention is by no
means a trivial problem.

Concepts are not constituted by (semantic) rules, but expressing some concept
by a specific word within some linguistic community requires rules and possi-
bly shared knowledge of them. Conceptual content is not constituted by rules
of usage, but rules of proper usage trace the applicability of concepts given
the presence or deferred presence of their referents.

So, identifying the meaning of a word has to consider these rules, which by
this are rules of meaning (semantic rules). Although knowing the conventions
of usage is not necessary to understand a word’s meaning exhibiting mastery
of these conventions is sufficient to show one’s understanding of the meaning.



§10 Metarepresentation and Indirect Contexts

A meta-representation in the narrow sense is a representation the content of
which contains another representation. Quotations, (numerical) codings (like
Godel-numberings) or higher order beliefs are taken to be typical examples.
Representations concerning our cognitive (representational) faculties may be
taken as meta-representations in a broader sense. They do not contain individ-
ual other representations, but their content contains or refers to representa-
tional properties (i.e. either properties of individual representations in their
function as representations or properties of some faculty inasmuch as they are
invoked in the explanation of its representational function).

A justification of a claim o may invoke other representations of a’s level. o is
then justified with respect to its level or citing properties of representations of
that level (e.g. being an observational belief in seemingly normal conditions).
A justification of a claim o0 may invoke beliefs about the proper workings of
claims of a’s type (e.g. beliefs about the reliability of observation). In this case
o’s justification is meta-representational in the broader sense. Judgements of
coherence (say, of one belief or statement cohering with others) are meta-
representational.

In semantics itself the question of meta-representation arises in several con-
nections. Linguistic division of labour allows that we defer to the experts. This
linguistic knowledge again is meta-representational because it has to quote the
term it is knowledge about. Speakers also have to have some accessible,
though often sub-doxastically used, knowledge of the semantic rules of their
language. Updating one’s description of the world in case of conflicting data
or expectations includes meta-representations concerning proper usage.

A dispositional or sub-doxastic belief needs nothing besides an LoT-sentence.
An occurring belief if it is accessible to consciousness involves some further
representation (like a natural language sentence verbalized in inner speech) as
LoT-sentences are neither phenomenally given nor immediately accessible as
such. Even some sub-doxastic or dispositional beliefs may be tied to some
specific way to express that belief (by mechanisms of memory or by limited
expressive power of the cognitive system under discussion).

Meta-representations are vital in de dicto attitude attributions. In a de dicto re-
port somebody stands in the relation of belief to a sentence either identical or
at least synonymous to the sentence used (not mentioned) in the “that”-clause.
(Of course there are mixed forms in which only some constituent is de dicto .)
What we understand as listeners to the report is understood by the subject. In
the de re reading the reporter claims that the belief has some objective content,
however referred to. The sentence used in the report need not share its com-
plete meaning with the sentence believed. It only shares its referential content.
Any part of the sentence is open to extensional substitution. De dicto reports
are essentially meta-representational. This need not be so for de re reports. The



person attributing the belief uses her own representational resources and need
not even aim at claiming anything about the subject’s representations.

Belief attributions expressed in natural language are meta-representational by
quoting another sentence or using that other sentence in an embedded com-
plement clause. Our sub-doxastic reasoning, however, will use such attribu-
tions as well. And the natural language reports have to have some conceptual
content. The representation medium of these levels (the LoT) therefore has to
have the means not only to build meta-representations in general, but to build
meta-representations which contain items of the public language. Linguistic
sharing of labour may use a structural description (say a quote of a form in
one’s linguistic community). In this case, supposing a successful hooking up
to the target extension, at least the mediation between the new concept (a LoT-
type) and the referent requires meta-linguistic representation.

Indirect contexts invite attributions of propositional attitudes which essentially
point to the way the attributee represents a state of affairs. In such attributions
one may meta-linguistically point to a speaker’s idiolect, quoting an expres-
sion of the language to explain its usage by the attributee of the attitude ascrip-
tion. The conceptual content of such an attribution thus contains a quotation or
some other meta-linguistic device (like reference to phonetic or graphemic
features [cf. already Kaplan 1969]). A word or part of a phrase is represented
at a LoT level as a set of phonetic features, each of which has some LoT repre-
sentation. Thus it is sufficient for quoting a natural language word or phrase to
embed its representation into another LoT representation.

Such representations can serve as labels in file semantics, and play an ex-
planatory role when dealing with indirect contexts. File semantics works with
the idea that our knowledge is heavily compartmentalized. One compartment
may contain my botanic knowledge about elm trees, another my knowledge
about Cicero — and maybe another my knowledge about Tully. This solves a
couple of problems: facts about the same object can be kept apart if they are
filed in different places; keeping relevant facts from interacting may be an ex-
planation of self-deception (cf. Davidson 1980). Merging files may be the use
of informative identity statements.

Predicates and relations have to be categorized into intentional/indirect predi-
cates and relations vs. direct/referential predicates and relations. With respect
to the intentional ones we follow the principle that the second relate of an in-
tentional expression is the expression used in the intentional attribution (or a
logically equivalent expression). This corresponds to a representationalist un-
derstanding of indirect/intentional contexts. In case somebody thinks of some-
thing or believes something she stands in a relation to a representation. This
representation (or a logically equivalent one) will be used in reporting the in-
tentional state. Truth conditions of such reports are meta-representational
(like: “Peter thinks of the unicorn” is true only if Peter stands in the relation
thinking-of to the representation “the unicorn”). Our reports involving non-



referring singular terms in the scope of an intentional expression thus can be
true or false (e.g. it may be true that Peter thinks of the unicorn, although there
are no unicorns). In all intentional contexts one stands in relation to a repre-
sentation, in some one stands additionally in relation to the referent of the rep-
resentation. Intentional contexts are like quotations and need some specific
rules of quantifying-in (e.g. requiring a referentiality assumption with respect
to the expression related to — instead of an existence assumption with respect
to some possible object).

[A theory of this type resembles a theory of same-saying (cf. Davidson 1968)
or a quotation theory like (Capellen/LePore 2007).]

§11 A Representationalist Account of Fiction

Another challenge is statements about fiction, or truth in fiction (like “Sher-
lock Holmes lives in London”). From the perspective of a representationalist
theory fictions should neither be treated as dealing with possibilia nor as some
kind of abstract object, but as just representing a story. Fictions are narratives,
which consist of representations, some of which are declarative sentences rep-
resenting what the world is like according to the narrative. The narrative con-
tains a lot of claims which are taken to be true according to the story. This in-
volves deductive closure (e.g. “Sherlock Holmes does not live in Australia” is
true according to Doyle’s fiction, although that very sentence never occurs in
it). Deductive closure poses no difficulties here as one may understand the
narrative as a set of sentences closed under some logic. The basis of deductive
closure may also contain assumptions not present in the narrative itself, but
taken for granted by the author (like gravitation holding in London the whole
day) or supplied by theories we now know to be true and which do not contra-
dict the narrative (like modern chemistry explaining Holmes’ little experi-
ments). A sentence is true according to a story in case in can be deduced from
it (i.e. from the set of its declarative sentences taken as true). Talking about
fictional entities reduces to talk about representations.

Fiction is not false, since it does not aspire to be true, in contrast to error or ly-
ing. The felicity conditions of telling a story do not involve claiming the story
to be true, and thus being responsible for some minimal warrant.
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2

Reflections on Frege’s Theory of Concepts

§1 Sentential Unity

Frege provides a theory of sentential unity. The distinction between concept
and object he takes to be of crucial importance and to be one of his quintessen-
tial insights. The category distinction between concepts and objects explains
sentential unity and why no further constituents can be added to a sentence at
will.

Russell provides us with no theory of sentential unity. In fact his early (The
Principles of Mathematics) theory of propositions seems to be unable to ex-
plain why no further constituents can be added and why we cannot simply get
a proposition out of a collection of objects (‘terms' in his then vocabulary).'
Russellian propositions taken as abstract entities also seem unable to distin-
guish active and passive renderings of a sentence, as well as a complete rever-
sal in the way 0-roles of a predicate are filled.

Do we need a theory of sentential unity?

Suppose we take (with Frege and Russell) truth to be basic (i.e. we do not try
to define the concept 'truth’). Then we can separate statements from other sen-
tences or word collections as those linguistic items that can be true or false: as
the basic semantic unit as far as claims concerning reality are made. They are
then a natural collection. We need not further explain what distinguishes them,
supposedly not even what makes them true or false or what this quality con-
sists in.

When we now look inside propositions or sentences we may do so without the
purpose of explaining their unity. Their unity is explained, as far as its special
status is concerned, by their ability to bear truth values. It can be taken as ba-
sic as soon as we start with taking truth as basic: there have to be units which
behave the way statements behave. We recognize these units (i.e. statements)
by their relationship to truth.

This ratio cognoscendi on the other hand may have a ratio essendi — what
about statements makes them prone to be bearers of truth values? Frege's the-

! Reflections on Russell will easily suffer from mixing up the different views Russell

developed between The Principles of Mathematics (1902) and Introduction to Mathemati-
cal Philosophy (1919) and The Philosophy of Logical Atomism (1918). The focus in this
chapter is put on some common ground of Russell's theories of propositions and some sys-
tematic questions relating to them, so that the constraints of interpretative adequacy are
weakened here.
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ory explains the unity of them by the complementary features of their con-
stituents. On a linguistic level Russell (at the time of the Philosophy of Logical
Atomism) seems to follow suit at least in parts: propositional functions are de-
fined as functions that have propositions as symbolic units as values. Proposi-
tional functions understood as schemata are working thus on the lines of Fre-
gean concepts. The basic semantic unit (namely assertoric sentences or state-
ments) has to be elucidated by analysis, and this analysis points to the crucial
categorical distinction between the concept/propositional function and its ar-
gument(s).

Russell claims correctly then that we should understand general functions by
first clarifying propositional functions, and not the other way round, as seems
to be the case in Frege's classical papers “Funktion und Begriff” and “Begriff
und Gegenstand”. Frege's way of introducing concepts by first talking about
function, may, however, only be a didactical device, as Frege can assume that
his readers know functions in general and now have to realize the crucial role
of concepts in logic.

§2 Frege on Sentential Unity

For a theory of sentential unity we need the claim that the constituent structure
of a sentence needs two categorically distinct components: distinct in their
syntax and their semantics. Frege's distinction between concepts and objects
provides just that.

(SU) Theory of Sentential Unity

The unity of sentences involving first-order general terms (referring to
first-order concepts) and singular terms referring to objects stems from the
general terms (and the concepts they refer to) being unsaturated, them be-
ing saturated at their argument positions by singular terms referring to ob-
jects, which are saturated (as are their referents).

Frege's error lies in the move from the proper claim that some unsaturated ex-
pression needs to refer to an unsaturated entity, and that some saturated ex-
pression needs to refer to a saturating entity, to the improper generalization
that no saturated terms can have unsaturated entities as their referents. This
simple syntax/semantics-isomorphism is unwarranted; an unsaturated entity of
one ontic level might be considered as saturated enough to serve as argument
for another unsaturated entity of the next ontic level (like in a hierarchy of
functions). Frege's theory, however, can be amended to this purpose; we might
also want to elucidate further the image of 'unsaturatedness' in its linguistic
and ontological dimensions [we address this below].

Frege on the one hand made use throughout of functions/concepts being ar-
guments of higher order functions/concepts (as the logical systems of the Be-
griffsschrift and the Grundgesetze der Arithmetik are variants of Second Order
Logic, including also relational expressions relating objects to concepts), but,



on the other hand, he sternly denied that 'the concept horse' denotes a concept.
The latter denial of concepts as subject of a proposition or sentence was the
main reason why Russell in The Principles of Mathematics did not follow
Frege's theory of concepts. Russell substitutes 'propositional function' for
Frege's 'concepts'. He denies Frege's categorical distinction between concept
and objects and by this drops Frege's theory of sentential unity.

§3 Russellian Propositional Functions

Russellian propositional functions y(é) and ¢(€) are equivalent if propositions
like y(a) and ¢(a) employing them have the same truth value for all argu-
ments. y(€) and @(€) are identical if they have the same value for all their ar-
guments, which means result in the same proposition respectively. [As pro-
positional functions have propositions as values no intensionality is involved
here.]

The sentences expressing (Russell 1902) or being (Russell 1918) the proposi-
tions have, given the recursive truth conditions, the same truth value even
though they do not designate truth values. As propositions can be identical a
logic capturing all logical and metaphysical truths must include a sign of pro-
positional identity and respective axioms which mirror the axioms of identity
for objects. Because propositions can be arguments of propositional functions,
Type Theory introduces type distinctions which may forbid a proposition be-
ing the argument of its 'own' propositional function, or make the propositional
function 'systematically ambiguous' as it applies once to objects and once to
propositions (i.e. entities of different types, as objects as not truth bearers are
distinguished from propositions).

Whereas the equivalence of y(é) and @(¢é) can be as easily ascertained as the
identity of sets by verifying the truth conditions of respective sentences, the
question of identity for propositions taken as abstract objects is much harder to
answer. How can we determine whether such propositions are identical? One
criterion whether to base the metaphysics of logic on propositional functions
could be the complexity of their identity conditions and our knowledge of
them.

A simple solution would be at hand if the constituent structure of the sentences
expressing these propositions corresponded to the constituent structure of the
propositions. This meant that language — at least logical form — guides our
metaphysical picture. And we are back at a Fregean theory of sentential unity.

Russell's move from propositions as abstract entities sui generis to statements
(assertive sentences) stems from problems of his early identity theory of truth
and his refusal of sets/classes. In a proposition sui generis objects and rela-
tions/qualities are combined in some way. If they are combined in a straight-
forward sense of the 